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https://docs.google.com/file/d/1Pv1OG41hNPeDOW2Mk5mQ-bCgornXnZS3/preview


Abstract

Leveraging the power of Large Language Models (LLMs), like ChatGPT, our 
enhanced virtual assistant framework transforms user interactions with its 

advanced comprehension and dynamic response generation. These LLMs not 
only unravel the complexity of human queries but also adeptly generate code, 

enabling the virtual assistant to seamlessly integrate and execute tasks via 
APIs without manual intervention. Our approach is paving the way for virtual 

assistants that autonomously interpret and execute a broad spectrum of 
complex user requests, bridging the divide between human conversation and 
automated action — a pivotal stride towards truly intelligent digital assistants.
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Overview
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Virtual Assistants
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Natural Language Processing (NLP) 

7



Application Programming Interface (API)

● Google Maps
● Weather Apps
● Yelp
● Alarm
● etc.
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Problem

02.
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NLP - Limitations

● Poor contextual understanding
● Limited execution
● Poor flexibility in response
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API - Limitations

● Manual development integration
● Manual maintenance

??
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Background 
Information

03.
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● Built on the 
transformer 
architecture.

● Able to understand language 
structure and understand the 
full-context of given input data

● Advanced machine learning models 
designed to comprehend, produce, and 
interact with human language.

Large Language Models (LLMs)
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Large Language Models (LLMs)
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LLMs - Training
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LLMs - Transformer

● A specific type of neural network, a machine learning 
model that takes in tokens and produces prediction 
for what token comes next.

● Parameters are dispersed throughout the network

● Has a self-attention mechanism allowing for 
interpretability 
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LLMs - Transformer
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● Initial input consist of sequence of word tokens which 
transformed into word embeddings.

● Positional Encodings: Adds to word embeddings to provide 
positional information due to transformer’s lack of inherent 
sequence order understanding.



LLMs - Transformer
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● Process and refine the input data to capture complex relationships 
and context, enhancing the model's understanding and generation 
capabilities. 

● Multi-head Attention: Enhances vector representations by adding contextual relationship and logic.

● The query vector (Q) contains the present token, the key vector (K) encompasses all other tokens in the 
sequence, and the value vector (V) encompasses all tokens within the sequence. They are tuneable 
vectors.



LLMs - Transformer
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● Transforms the information gathered during the 
attention stage for each sequence element into a 
more enriched state.

● Performs nonlinear transformations on each 
element within the sequence.



LLMs - Usage (Base)
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LLMs - Fine-Tuning
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LLMs - Fine-Tuning
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LLMs - Usage (Fine-Tuned)
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LLMs - Virtual Assistant Usage
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LLMs - Virtual Assistant Usage

??
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Related Works
GorillaLLM

- Fine-Tuned LLM with API usage
- Code synthesis to call APIs
- APIs limited to other machine learning 

models

Rabbit r1
- An AI assistant that integrates 

advanced AI technology.
- Raised ~$60 million in funding
- ~100,000 units sold (pre ordered) at 

$199 a piece
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Solution - NEXUS
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NEXUS - Previous Semester Result 
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ChatGPT
ChatGPT is a state-of-the-art large language model developed by OpenAI.

- It stands for "Chat Generative Pre-trained Transformer."
- Trained on large dataset of human language and fine-tuned on instructions and 

chat bot interactions. 
- It is hosted by OpenAI and can be accessed through their commercial API.

Parameter 1.8 Trillion Parameters (2TB Parameter File) 

Knowledge Cutoff Data up to April 2023

GPT-4 Turbo 

29



NEXUS - Previous Semester Result
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LLaMA 3
LLaMA 3 is the next generation of state-of-the-art open source large language model 
developed by Meta and released April 18, 2024.

- It stands for "Large Language Model Meta AI"
- Pretrained and instruction-fine-tuned language models with 8B and 70B 

parameters that can support a broad range of use cases.

Parameter 8 Billion Parameters

Knowledge Cutoff Data up to April 2023

Context Window Up to 8 Thousand Tokens

Pretrained On 15 Trillion Tokens

LLaMA 3-8B
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NEXUS - Current Work 
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NEXUS - Scheduler 
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NEXUS - Scheduler 
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https://huggingface.co/datasets/shawnha/scheduler_dataset


NEXUS - Code Generator
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NEXUS - Responder
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NEXUS - Other Components

API Database Code Executor
List of APIs that can be used.

List created from RapidAPI, 
limited to the free open APIs.

System that allows us to 
execute the code that was 
generated. 

API host for invoking the 
API(s) and getting results. 

RapidAPI used, allowing 
various API connections.

API HUB
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NEXUS - Result
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Hardware Components
CPU AMD Ryzen 9 7950x (16-core 32-threads)

GPU Radeon 7900 XTX (24 GB VRAM)

RAM DDR5-6000MHz (64 GB)

SSD 4 TB

Power Supply Corsair HX1500i

Motherboard ASUS ROG STRIX B650-A
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Desired Hardware
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CPU AMD EPYC 7502 (32-core 64-threads)

GPU 6x Radeon 7900 XTX (24 GB VRAM) (144GB Total)

RAM DDR5-6000MHz (128 GB)

SSD 4 TB

Power Supply 2x Corsair HX1500i

Motherboard ASRock Romed 16QM3



Graphics Processing Units (GPU)
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● Parallel Processing Capability:  GPUs are designed to 
handle many tasks simultaneously. 

● High Throughput: GPUs can handle a higher 
throughput of data due to their design.

● Memory Bandwidth: Allows the GPU to access, read, 
and write large amounts of data quickly.



Future Works
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Future Works
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● Host our own APIs that are actually useful instead of APIs from RapidAPI  
○ Higher quality and quantity

● Fine-tune LLMs for the three main Modules on specific tasks for higher accuracy and lower 
power usage
○ Fine-tune Scheduler module on Directed Acyclic Graph (DAG) and use Graph Neural 

Network (GNN)
○ Fine-tune Code Generator module on generating code using json formatted file
○ Fine-tune Responder module on generating short response using json formatted file
○ Requires high computing power in order to fine-tune

 



Directed Acyclic Graph (DAG)

44

● DAG is a directed graph without cycles, consisting of 
vertices connected by edges that flow in a single 
direction, ensuring no closed loops exist, and allowing 
for topological ordering.



DAG Example
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Thank You!
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NEXUS - Demo
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