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Abstract

SLIQ (Supervised Learning in Quest) is a high speed and flexible decision tree classifier
developed by IBM Almaden Research Center in 1996 that allows us to sort and interpret data.
Data classification is a bottleneck in data mining due to other methods' inability to scale with
large data sets spread across different classifications. SLIQ can reduce costs using efficient and
pre-sorting decision trees to sort through larger data sets while accounting for differences in data
types. This maintains competitive accuracy with the ability to scale and interpret larger data sets
with multiple classes and attributes.

Introduction

SLIQ is a decision tree algorithm. This means it splits nodes into two or more sub-nodes based
on some criteria. As more sub-nodes are created the bucketed data’s homogeneity increases, the
data becomes more similar, and the purity of the node increases with respect to the target
variable. SLIQ improves on this framework by aiming to reduce the diversity of the tree at each
split. This allows SLIQ to sort through data more efficiently and cost-effectively over large data
sets with different data types[1].

SLIQ uses a training set and a Gini split to prepare the data for the decision tree algorithm. These
equations are what make SLIQ a,” supervised learning,” algorithms as the data is pre-sorted and
pruned. For training set L with n distinct classes the equation is shown blow where the variables are
given within the histogram example.



SLIQ is an improvement upon existing decision tree algorithms. SLIQ’s advantages are based in
its pre-sorting of data, no need for data normalization, scales well with data size, and it can
handle a variety of data types across many features and classifications. The downsides to SLIQ
lie in its complexity, time, and cost. SLIQ can very quickly become very complex for large data
sets, requires more time to train the model, is more expensive and complex than a normal
decision tree algorithm, and cannot be applied to regressions or predictive modeling [2].

The application of SLIQ can be used in any field where data mining is prevalent. Specifically,
SLIQ is being used today in the deregulated power market. The SLIQ algorithm allows us to
mine data in terms of cost of energy for purchase and sale to meet load demands and decrease the
cost of energy usage across any industry [4].

Existing Work

Throughout the research of SLIQ, researchers found that there is a lack of studies about the
algorithm but were unable to find it’s first inventors. From the IEEE Xplore library, researchers
were able to find a paper from 1996 written by three engineers: Manish Mehta, Rakesh Agrawal,
and Jorma Rissanen. These engineers proposed that SLIQ could solve an important problem at
the time, data mining. The algorithm for SLIQ creates a decision tree that can handle both
numeric and categorial attributes, which uses presorting techniques and optimizations to create
the ideal results[4]. These engineers suggested that one could use the algorithm to create
inexpensive, compact, and accurate trees.

Within the first research paper reviewed, the researchers reviewed previous studies conducted on
classification, but found that for large data sets, they don't scale well. As a solution, they
proposed a decision- tree classifier, SLIQ, designed specifically for scalability.

Within the second research paper reviewed, researchers found that the prediction with the
greatest separating power correlates to a split in a decision tree. The optimal split creates nodes
where a single class dominates the most[5]. The predictor's power to separate data may be
calculated in a variety of ways. The Gini coefficient of inequality is one of the most well-known
methodologies.

Within the second research paper reviewed, the researchers used data mining for an easy tool to
analyze historical rainfall data, it allowed them to measure valuable patterns within a short
period of time. With an average accuracy of 74.92 percent, the SLIQ decision tree algorithm was
able to estimate an accurate precipitation forecast[6].

In 2005, through the International Power Engineering Conference, three engineers, named
Hongwen Yan, Rui Ma, and Xiaojiao Tong proposed using SLIQ to build a framework for a
competitive bidding assessment in a deregulated power market. They suggested that the bidding



system using the SLIQ algorithm could be consistent with the features of the electric energy
production and consummation, this would be more convenient for operating the power
markets[7].

Throughout the research of this algorithm, researchers only found software implementations.
Where SLIQ is used to make decisions based on a set of data for a specific use. Of these software
implementations, there are examples algorithms of precipitation prediction, bidding, or sorting
data. There are also algorithms that identifies households that are most likely to respond to a
promotion of a product, such as a new banking service[5]. Researchers have found that the SLIQ
decision tree, superior to other algorithms, can be built fast and scalable for larger data sets.

Example
- Algorithm

SLIQ is a decision tree classifier that can improve learning time for the classifier without any
loss in accuracy while this technique allows performing on the larger training data. SLIQ uses
Gini Index to determine the best split for each node [8]. SLIQ Algorithm can be divided into
3 steps, pre-sorting the sample, processing evaluation on splits, and updating the class list [4].

Once the data is sorted, it can process evaluation on splits by assuming the split of the first node
and evaluate each histogram. (Gini index will be used during this step but for this example since
attribute, age and salary do not have predictive power since they can be any number.)



Finally the class list can be updated. Traverse the training data through the decision tree and
replace the node with the new node. These steps can be repeated until each of the leaf nodes
becomes a pure node, meaning that the node only contains one class.



Example
- Question

The question for the example given is whether an individual will be chosen to receive a credit
card. The decision tree shows the results using the given data.

- Solution

Determine the Gini index using the equation and the histogram made based upon the data of the
attributes. Where P is the value of the attribute obtained from the sorted data, A is true, B is fails,
L is branch left, R is branch right, and a and b is the number of the elements that fall into the
criteria of the table.



Using the equation, Gini index for each attribute can be obtained in order to find the attribute for
the root node.

Gini index for the married status attribute is

P (M = y) {1 –[P (M = y && C = y)2 + P(M = y & C = n)2] } +
P (M = n) {1 –[P (M = n && C = y)2 + P (M = n & C = n)2] } = 0.41

Gini index for the debt existence attribute is

P (D = y) {1 –[P (D = y && C = y)2 + P(D = y & C = n)2] } +
P (D = n) {1 –[P (D = n && C = y)2 + P (D = n & C = n)2] } = 0.34

Gini index for the house own attribute is

P (H = y) {1 –[P (H = y && C = y)2 + P(H = y & C = n)2] } +
P (H = n) {1 –[P (H = n && C = y)2 + P (H = n & C = n)2] } = 0.31

However, the credit score attribute does not predictive power since they can be any number meaning
that this attribute can be continuous number. From the Gini indexes found, the attribute with the
lowest Gini index gets selected as the root node, the first node, N1. Then same operations can be
performed for the root node to find the sub node and so on. In these steps new data tables can be
created using the pre-sorted data tables in order to make the process easier. New data tables are
shown blow.



Through the process a decision tree can be created which can be utilized and updated as a based
model for various input data in the future.

Methodology

As seen in the previous example, finding the Gini index for each attribute can be created as a
program in order to determine the attribute that will be used for each node and whether or not a
person is eligible to receive a credit card based on a set of data. The factors include the person’s
current credit score, married status, debt existence, and house own Below are Tera terminal and
Code Composer Studio debugged screen. The Tera terminal is connected with the Texas Instruments
MSP432P401 through the USB port and set with 115200 baud rate. It will display the output which
is the Gini index for each attribute with given training data. CCS debugged screen will show the
values for each variable that were being used within the program. Using the screen debugging can be
simpler and efficient.

Tera terminal output



Code Composer Studio Debugged Screen

Though the way the code was written was great, there are some other ways it could have been
written an improve. Using more function would have made the code more simpler and less
complicated as well as reducing the number of variables within the code significantly. Another
improvement can could have been made will be making the program to compare the Gini index
for each attribute and create a new two dimension array to calculate the Gini index for the sub
nodes. This will increase the size of the code file however using the functions to calculate the
Gini index , the size will decrease by a lot since calculations are going to be the same.

Result

Using the C language code of the SLIQ algorithm, it was easier to create a decision tree using the
given training data for deciding whether or not the credit card will be issued. Gini index played as
an important role with in the SLIQ algorithm and finding the Gini index with the code clearly
outputted the information that was required to create the decision tree. CCS debugging feature
allowed to debug the code easier making it possible to output the information to the Tera terminal.



Conclusion

In this project, a student successfully used the supervised learning in quest (SLIQ) algorithm to
determine whether or not a person from the training data should receive a credit card. The student
used a data set and Gini index to determine which attribute information was most important and
which was not. The student was then able to create a decision tree with multiple nodes and
branches. Afterwards, the student used the decision tree to serve as a guide to the coding process.
Like how a decision tree makes many comparisons, the program includes many different
comparison functions. From this project, the student learned the history behind SLIQ and decision
tree algorithms, they also used previous work done by other class and improved the
troubleshooting skills when things went wrong in the coding process. For future work, the student
would alter the code so that it could handle larger sets of data like SLIQ is designed for and also
like to implement their design onto hardware where it could receive inputs and give back outputs
as a decision tree diagrams.
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