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Abstract 

 

 

 

This paper aims to explore the Supervised Learning In Quest (SLIQ) algorithm and its 

implementation for creating a decision tree classifier. The paper uses a dataset related to loan 

approval and implements the algorithm using Micropython and Python3. The primary objective 

of this study is to create a decision tree classifier using SLIQ for loan approval prediction. The 

methodology involves implementing the SLIQ algorithm using both Python3 and Micropython 

and creating a decision tree classifier for loan approval. The paper analyzes the performance of 

the classifiers in terms of accuracy and efficiency. The results show that the SLIQ algorithm can 

be used to create a decision tree classifier with high accuracy rates for loan approval prediction. 

However, the implementation of the algorithm in Micropython is limited, and only the Gini 

index of the first node of the classifier could be calculated. However, using Python3, the entire 

decision tree classifier could be created. The SLIQ algorithm is an effective machine learning 

technique for creating decision tree classifiers. The study shows that while Micropython has 

certain limitations, Python3 provides a more efficient and effective platform for implementing 

the SLIQ algorithm. The research contributes to the understanding of the SLIQ algorithm and its 

implementation in different computer programming language for creating decision tree 

classifiers. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



3 

Table of Contents 

 

 

 

 

Abstract .......................................................................................................................................... 2 

 

Introduction .............................................................................................................................. 4 - 5 

 

Existing Work ............................................................................................................................... 6 

 

Example - Algorithm ............................................................................................................... 7 - 9 

 

Methodology ........................................................................................................................ 10 - 11 

 

Procedure ..................................................................................................................................... 12 

 

Result .................................................................................................................................... 13 - 21 

 

Conclusion ................................................................................................................................... 22 

 

References ................................................................................................................................... 23 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



4 

Introduction 

 

 

SLIQ (Supervised Learning in Quest) is a high speed and flexible decision tree classifier 

developed by IBM Almaden Research Center in 1996 that allows to sort and interpret data. Data 

classification is a bottleneck in data mining due to other methods' inability to scale with large 

data sets spread across different classifications. SLIQ can reduce costs using efficient and pre-

sorting decision trees to sort through larger data sets while accounting for differences in data 

types. This maintains competitive accuracy with the ability to scale and interpret larger data sets 

with multiple classes and attributes. The primary objective of this course project was to develop a 

decision tree classification model using a significant training dataset and apply it to another 

extensive dataset for predicting results. Utilization of the computer programming language, 

Python, made it possible to carry out the larger datasets, as well as allowing calculations and 

generation of the decision tree classification more efficiently. As more sub-nodes are created the 

bucketed data’s homogeneity increases, the data becomes more similar, and the purity of the 

node increases with respect to the target variable. SLIQ improves on this framework by aiming to 

reduce the diversity of the tree at each split. This allows SLIQ to sort through data more 

efficiently and cost-effectively over large data sets with different data types[1]. SLIQ Algorithm 

can be divided into 3 steps, pre-sorting the sample, processing evaluation on splits, and updating 

the class list [4]. Presorting involves preprocessing the input data by sorting it in ascending order 

for each feature. By doing so, the algorithm can quickly 

calculate the impurity of each possible split point at a node by 

comparing the target variable values of consecutive instances 

in the sorted feature. Without presorting, the algorithm would 

need to scan the entire dataset and calculate the impurity of 

each possible split point, which can be computationally 

expensive for large datasets. Once the data is sorted, it can 

process 

evaluation on splits by assuming the split of the 

first node and evaluate each histogram. (Gini 

index will be used during this step but for this 

example since attribute, age and salary do not 

have predictive power since they can be any 

number. For training set L with n distinct classes 

the equation is shown above where the variables 

are given within the histogram example. SLIQ is 

an improvement upon existing decision tree 

algorithms. Then the class list can be updated. 

Traverse the training data through the decision 

tree and replace the node with the new node. These steps can be repeated until each of the leaf 

nodes becomes a pure node, meaning that the node only contains one class. SLIQ’s advantages 

are based in its pre-sorting of data, no need for data normalization, scales well with data size, and 
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it can handle a variety of data types across many features and classifications. The downsides to 

SLIQ lie in its complexity, time, and cost. SLIQ can very quickly become very complex for large 

data sets, requires more time to train the model, is more expensive and complex than a normal 

decision tree algorithm, and cannot be applied to regressions or predictive modeling [2]. The 

application of SLIQ can be used in any field where data mining is prevalent. Specifically, SLIQ 

is being used today in the deregulated power market. The SLIQ algorithm allows us to mine data 

in terms of cost of energy for purchase and sale to meet load demands and decrease the cost of 

energy usage across any industry [4]. One real life application is Bidding Decision System of 

Electricity Market. The SLIQ algorithm is applied to the bidding decision system of the 

electricity market, where the knowledge of the bidding unit's ability is gained by considering the 

market's demand, bidding price, and capacity [3]. 
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Existing Work 

 

 

Throughout the research of SLIQ, researchers found that there is a lack of studies about the 

algorithm but were unable to find it’s first inventors. From the IEEE Xplore library, researchers 

were able to find a paper from 1996 written by three engineers: Manish Mehta, Rakesh Agrawal, 

and Jorma Rissanen. These engineers proposed that SLIQ could solve an important problem at 

the time, data mining. The algorithm for SLIQ creates a decision tree that can handle both 

numeric and categorical attributes, which uses presorting techniques and optimizations to create 

the ideal results[4]. These engineers suggested that one could use the algorithm to create 

inexpensive, compact, and accurate trees. 

 

Within the first research paper reviewed, the researchers reviewed previous studies conducted on 

classification, but found that for large data sets, they don't scale well. As a solution, they 

proposed a decision- tree classifier, SLIQ, designed specifically for scalability. 

 

Within the second research paper reviewed, researchers found that the prediction with the 

greatest separating power correlates to a split in a decision tree. The optimal split creates nodes 

where a single class dominates the most[5]. The predictor's power to separate data may be 

calculated in a variety of ways. The Gini coefficient of inequality is one of the most well-known 

methodologies. 

 

Within the second research paper reviewed, the researchers used data mining for an easy tool to 

analyze historical rainfall data, it allowed them to measure valuable patterns within a short 

period of time. With an average accuracy of 74.92 percent, the SLIQ decision tree algorithm was 

able to estimate an accurate precipitation forecast[6]. 

 

In 2005, through the International Power Engineering Conference, three engineers, named 

Hongwen Yan, Rui Ma, and Xiaojiao Tong proposed using SLIQ to build a framework for a 

competitive bidding assessment in a deregulated power market. They suggested that the bidding 

system using the SLIQ algorithm could be consistent with the features of the electric energy 

production and consummation, this would be more convenient for operating the power 

markets[7].  

 

Throughout the research of this algorithm, researchers only found software implementations. 

Where SLIQ is used to make decisions based on a set of data for a specific use. Of these software 

implementations, there are example algorithms of precipitation prediction, bidding, or sorting 

data. There are also algorithms that identify households that are most likely to respond to a 

promotion of a product, such as a new banking service[5]. Researchers have found that the SLIQ 

decision tree, superior to other algorithms, can be built fast and scalable for larger data sets. 
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        Example 

- First Example 

The question of first example involved with two continuous attributes, the age and salary, to create 

the decision tree classifier. In this example, the SLIQ Algorithm is divided into 3 steps, pre-sorting 

the sample, processing evaluation on splits, and updating the class list [4]. 
 

 

Once the data is sorted, it can process evaluation on splits by assuming the split of the first node 

and evaluate each histogram. (Gini index will be used during this step but for this example since 

attribute, age and salary do not have predictive power since they can be any number. Finally, the 

class list can be updated. Traverse the training data through the decision tree and replace the 

node with the new node.  
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Then the final decision tree classifier gets created with the final classification according to the 

previous steps and calculations.  

 

- Second Example  

The question of second example involved with a continuous attribute and a categorical attribute, the 

age and credit rating, to create the decision tree classifier. Similar to the first example, the SLIQ 

Algorithm is divided into 3 steps, pre-sorting the sample, processing evaluation on splits, and 

updating the class list [4]. 

 

First, the given training data set gets presorted then using the Gini index for the best splitting 

value is determined. For the categorical attribute acts similar to the discrete attribute, however, it 

has more than two values. In this example they are either excellent, fair, or medium. Using those 

information the Gini index can be calculate similar to how the Gini index for splitting value is 

calculated for continuous attribute. Finally, each nodes can be updated and create the decision 

tree classifier.    
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Methodology – Python3 

 

The primary goal of this example is to determine the loan approval status by utilizing the given 

attributes in the training dataset. A loan approval can be influenced by various factors, and the 

project's training data has seven key attributes: Married Status, Dependents Existence, Education 

Level, Self Employment Status, Applicant Income, Co-applicant Income, and Loan Amount. 

These attributes are carefully analyzed to establish the loan approval status. The training dataset 

consists of 614 examples, each with a loan approval status.  

 As shown in the Data Flow Graph, many different 

calculations are required to form the decision tree 

classifier, and the main repeated calculation is the Gini 

index. By using the Gini index equation from the 

introduction section of the paper, the best attribute for 

decision tree classifier splitting can be determined and 

updated. These steps continue until the stopping 

criterion is met. The stopping criterion is a condition 

that determines when the splitting of the dataset should 

stop, and when a leaf node of the decision tree should 

be created. Common stopping criteria include when no 

more attributes are available for splitting, when all 

instances in the node belong to the same class, when the 

number of instances in the node falls below a certain 

threshold, or when the depth of the decision tree reaches 

a certain limit. The choice of stopping criterion is 

important to balance the accuracy and complexity of the 

decision tree. If the stopping criterion is too strict, the 

decision tree may be too simple and inaccurate, while if 

it is too relaxed, the decision tree may be too complex 

and overfit to the training data. Then the dataset can be 

applied to find the loan approval status.   

 

One limitation that can be pointed out is when continuous attributes are present within the 

dataset. In order to handle this, SLIQ uses presorting for the continuous attributes. The dataset 

being used for the project has several continuous attributes, but the Python code implemented 

for the project did not use presorting. This can be done either in Excel or in the code to see the 

difference between the presorted decision tree and the non-presorted decision tree. By presorting 

the data based on the attribute values, the algorithm can quickly identify the best split points and 

build an accurate decision tree. Which can significantly speed up the runtime because it reduces 

the number of comparisons needed to find the best split points. In addition, presorting can also 

improve the accuracy of the decision tree.  
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Methodology – Microcontroller Implementation using Micropython 

 

For implementation on the microcontroller, Raspberry Pi Pico, Micropython was necessary to be 

used. However, due to the lack of memory space of the microcontroller, the training data needed 

to be reduced to 50 examples from 614 

examples. However, it was possible to 

keep all seven key attributes: Married 

Status, Dependents Existence, Education 

Level, Self Employment Status, 

Applicant Income, Co-applicant Income, 

and Loan Amount. Micropython had 

limited library that can be used, therefore, 

the full implementation of creating the 

decision tree classifier was challenging. 

However, without the library, importing, 

formatting, and pre-sorting the training 

data set as well as calculating the Gini 

index were possible within the 

microcontroller. Using the Gini index that 

were calculated, the best splitting 

attribute or the best splitting value was 

able to be found. Farther more using the 

Raspberry Pi Pico, it was possible to 

determine the types of the attributes and 

display the LED within the 

microcontroller.  
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Procedure 

 

 For this project, some Python libraries were required to be imported into the Jupyter Notebook 

to bring in the datasets and create the decision tree classifier. The two main libraries imported in 

the project were Pandas and Scikit-learn (sklearn). 

 

  Pandas is a Python library designed for data manipulation and analysis. It provides easy-to-use 

data structures for working with structured data like CSV, Excel, SQL databases, and more. One 

main data structure in Pandas that this project mainly used is DataFrame. DataFrame is a two-

dimensional labeled data structure that can hold data of different types in columns. 

 

  Scikit-learn, or sklearn, is a Python library for machine learning that provides a wide range of 

functions and tools for data preprocessing, model selection, and model evaluation. In the project, 

several functions from the sklearn library were utilized, including the DecisionTreeClassifier 

class, which implements the decision tree algorithm for classification, the train_test_split 

function, which splits a dataset into training and testing subsets, the accuracy_score function, 

which computes the accuracy of a classification model, the metrics module, which provides 

various metrics for evaluating machine learning models, and the tree module, which provides 

tools for working with decision trees. 
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Result – Python3 

  

 Using all the knowledge gathered, the Supervised Learning in Quest, or SLIQ, machine learning 

algorithm was able to be implement into Python on the Jupyter Notebook.  

 

Importing all the libraries mentioned in the procedure section of the paper as well as bring the 

dataset to train the decision tree classifier. 

 

  

 

 

 

 

 

 

 

 

Outputing the size of the traing dataset and example of the dataset. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Separating the training dataset into the attributes and classes.  
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Splitting the training dataset in order to test the decision tree created. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Bring the dataset that needs to be tested for the loan approval status. 
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Testing and outputting the results of the dataset.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Visualizing the decision tree that is created.  
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Result – Python3 Alternative Solution 

 

Alternatively, when training the decision tree classifier with the training data, it could have used 

more percentage of the training data and randomizing the selection to get different accuracy for 

the decision tree classifier.   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The accuracy of the decision tree classifier does not change significantly, but if there were more 

training data examples then this accuracy can be improved significantly, resulting in the more 

accurate decision making when the data set without the classes are inputted. 
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Result – Microcontroller Implementation using Micropython 

 

Micropython does not support much libraries like Python3 does so in order for the imported data 

to be pre-sorted, it needs to be formatted correctly then the attribute values need to be iterated 

through and compared each with each.  

 

 Importing and formatting the data set. 

  

 

 

 

 

 

 

 

 

Formatted data set. 
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Pre-sorting the data set. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Pre-sorted data set 
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Calculating the Gini index. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Attempt to build the decision tree classifier. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



20 

LED display on the Raspberry Pi Pico Microcontroller.  
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Result – Micropython Alternative Solution 

 

When sorting the data set, there are many different ways of sorting the data. This is one of the 

different ways of sorting. In the alternative solution, each of the attribute values are getting 

compared. This is similar to the code that was used on the project. However, the code is more 

extended. Which will result in the longer running time for this code to be execute.   
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Conclusion 

  

 

 

 The paper explored the potential of the Supervised Learning In Quest (SLIQ) algorithm for 

creating decision tree classifiers, specifically for loan approval prediction. The study aimed to 

implement the algorithm using Micropython and Python3, analyze its performance, and compare 

the effectiveness and efficiency of both programming languages for implementing the algorithm. 

The results showed that the SLIQ algorithm can be effectively used for creating decision tree 

classifiers with high accuracy rates for loan approval prediction. However, the implementation of 

the algorithm in Micropython was limited compared to Python3. Specifically, in Micropython, 

only the Gini index of the first node of the classifier could be calculated, whereas using Python3, 

the entire decision tree classifier could be created. The paper also highlighted the advantages and 

disadvantages of the SLIQ algorithm. One of the most significant advantages of SLIQ is its ability 

to handle different data types and scale well with large datasets, making it an ideal machine 

learning technique for data mining. Additionally, SLIQ eliminates the need for data 

normalization, which is a typical preprocessing step in many other machine learning methods. 

However, the algorithm's complexity and time constraints remain a significant challenge. SLIQ 

can quickly become complex for large datasets and requires more time and resources to train the 

model compared to ordinary decision tree algorithms. The paper contributes to a better 

understanding of the SLIQ algorithm and its implementation in different programming languages 

for creating decision tree classifiers. The results of this study can be applied in various fields 

where data mining is prevalent, such as the deregulated power market. Furthermore, SLIQ can 

also be applied to other applications, such as the bidding decision system of electricity markets, 

where it allows the knowledge gained from considering a market's demand, bidding price, and 

capacity to mine data in terms of the cost of energy purchase and sale to meet load demands and 

decrease energy usage costs across any industry. 

 

Overall, the findings of this study demonstrate that the SLIQ algorithm is a highly effective 

machine learning technique for creating decision tree classifiers. Python3 is a more efficient and 

effective platform than Micropython for implementing the algorithm. The research also highlights 

the potential advantages and challenges of using the SLIQ algorithm for data mining and the 

various fields where it can be applied. 
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