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Introduction



What is SLIQ? 

- SLIQ (Supervised Learning in Quest) is a high speed and 
flexible decision tree classifier that allows to sort and 
interpret data. 

- SLIQ can reduce costs using efficient and pre-sorting 
decision trees to sort through large data sets while 
accounting for differences in data types.

- This maintains competitive accuracy with the ability to 
scale and interpret larger data sets with multiple 
classes and attributes. 



Advantages of SLIQ 

- The algorithm aims to reduce the diversity of the tree at 
each split, resulting in more efficient and cost-effective 
sorting of data

- SLIQ does not require data normalization, making it easier 
to use with a variety of data types and features

- It scales well with data size, making it suitable for large 
data sets

- SLIQ is an improvement upon existing decision tree 
algorithms, offering better sorting and pruning of data



Disadvantages of SLIQ 

- The algorithm requires more time to train the model 
compared to other decision tree algorithms.

- SLIQ is not suitable for regression or predictive 
modeling, limiting its usefulness in certain 
applications.

- SLIQ may not perform well with imbalanced datasets, where 
one class has significantly more instances than the 
others.



Application of SLIQ 

- The main application of SLIQ is on classification tasks 
in data mining. Which can be applied in many domains, 
such as finance, healthcare, and marketing.

- One real life application is Bidding Decision System of 
Electricity Market. The SLIQ algorithm is applied to the 
bidding decision system of the electricity market, where 
the knowledge of the bidding unit's ability is gained by 
considering the market's demand, bidding price, and 
capacity [3]. 



Procedure 



Procedure Overview

- Presorting the data

- Processing evaluation on splits using Gini index

- Updating the class list 

- Tree pruning



Gini Index

- SLIQ uses a training set and a Gini index to prepare the 
data for the decision tree algorithm. These equations are 
what make SLIQ a, supervised learning, algorithms as the 
data is pre-sorted and pruned. 

- For training set with n distinct classes the equation, 
where L is left of the the root node and R is the right 
of the root node. A and B are the class results.



Tree Pruning

- The Minimum Description Length (MDL) principle is used in 
the tree pruning strategy of SLIQ. According to MDL, the 
best model for encoding data is the one that minimizes 
the sum of the cost of describing the data in terms of 
the model and the cost of describing the model. In the 
context of decision tree classifiers, the models are the 
set of trees obtained by pruning the initial decision 
tree, and the data is the training set [4]. 

-  If M is a model that encodes the data D, the total cost 
of the encoding, cost(M, D), is defined as:



Example
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Example 2 [3]



Example 2 [3]



Methodology



Data Flow Graph 



Data Flow Graph 
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Presorting the Data
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Alternative Code
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